O/E

g B NHAEERIIEITE” [HPC, DL, Business platform system, CloudB2&&i]
> 8N - BRIEHEECRSTR), DL, HEKMYE (Google, Amazon, Alibaba, MeiTuan, ...)
O BfikRs
B HAEFERBYEEF — Divide & Conquer, Model & Challenges, PCAM, Data/Task, ...
- REFRATTE

B ETINE
> i@ — BOMRIBAY3 NG 2 — Shared/Unshared Memory, Hybrid
> R — 1Y%, Modern OS, Distributed Job Scheduler, GTMZ:
O SR
® OpenMP, MPI, CUDA (DLHYZEE)), Big Data FRIMR/SparkZ (Ri$ K& 1EBig Data SDKZ _FAYYR
2, KEEASIINBNEIRE—ED)
O RFR R — BEEMFEHRICH
B FORBURAREEY
= s
B R5EEM (HTAPS)
» Flink, ClickHouse, MaxCompute, ELK ...



Chapter 4: Distributed OS

COSupport the execution of many execution units — parallel or
distributed

® OS’s Primary function is to support the execution of many (distributed)
programs - Protocols

» Resource availability & Dispatching

» Successful cooperation — circumstance is stable or not
® Evolution of related frameworks/platforms

> From Amoeba [ZHZH] to Micro-services [iARSS]




Parallel program on distributed system (with many computers)

O (like Cluster)
M 2 malin architectures in distributed computing
Master-Slave Peer-to-Peer

SEEEF
Worker -

Master

y

T
Tu\ \
\ Y
Worker

Peer

Peer,




Overlay network
0 For PCs as computers or containers, they are usually configured in
110.11.0.12

advance by developers
- End systems
_ — T~ -
: g 202.205@@1.1@4\ m
.

- %}— g 4 10.1.0.121 ;
: We could compose a system

by configuring IP addressees
of the computers scattered
physically around the world

110.11.10.112

- |




0 There are many other systems following similar ideas
B DNS, P2P
M Storage systems, Cache,
M Business systems (discussed in later chapter)

Hadoop/MR TiDB/TiKV Greenplum/GaussDB/HAWQ YARN, Mesos, K8s,...
Load Balancing Transactlonal Isolatlon Consensus , e
(DRF etc. ) (PAXOS, RAFT, Byzantine, ZAB, ..., Leader-Follower Election) HA (ngh Avallablhty)
System requirements
- RPC Heartbeat Event Ordering Fault Tolerance
(RMI, gRPC, . (Real time based, Lamport’s Logical Clock, ...) DR (Disaster Recovery)

Cooperating safely
- Networking Backup(Replication)
Resource Allocation & Monitoring (TCP/IP, InfiniBand, etc.)




P HINEIREE - ZFAVIEMR

O ;A EXTFO B EMNERSEE, DHSIESIE RS (mzEs NoSQL, NewsQL
. URiEasirEemnsmnsmaw) BEEm/ 2R S IRAIHN, B INSHBILANNT=

O ﬁﬁl Z=1E \f é‘ O A
ZFAPF&AGIA
M SQL1)3ﬁ'j§7iT$1’I5ﬁﬁ(E?ZiiﬁNoSQLE’\Jﬁ‘;‘E, @ENewsqLmewosQLzm)\SQLaﬁm) |1® @ @
e T o O
O SIS ———
= SEUEFI > BAKESARAHREHE, tRRRESQL (T EaC s
%ﬁ%gﬁﬁ—tml— rati a%gm ade IMBDB2 SQL Server JustOne

B 7§45 (Fault Tolerance) »> {RIEEUETE, BEHENRME,;
HEICREIECIERN IS

B HA (High Availability) > RS S tBToREH
(BARBEFITRINES T RSIERS T RIFEERS—E)
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PRINCIPLES OF DISTRIBUTED
DATABASE SYSTEMS Iz

6.5.1 HEHMRE

5 — 2 IR AR o i AR O A i AU A X — BRI BT T B 5 B T DATE R A 4

REANZREEEHX TR, BEXEAGTEEEITHEL . X -FEHAT T2,
BT LASX — J2 B % B AR R T 86 3 DBMS )38 1 .

75 36 93 i o8 DU A 2 5 14 25 SR AL

B WHAAENES RGN LGES 5 A2, 2 6 — B W R i
B9 4R L LA B R 2 4R R A O S R B UE A ) R A

5 AR L EXTATEAL R EE R 0 B, AT RESS R R i B B2 A IEFI A R BLA
AR B AR AL AN BB % P T 6 2R W B — A 408l 3 26 AR AR A P SR R Ok R AR M A EE X

o5 = X IE B B 25 ) (U548 R 0 R B I 20 AT Wik WAL ik 2 — R XM E
M R AR i RGN P A AT R B A R A 5 R e L R T RE R AR E A
i), RATSAES 5 THA B, X S5 8 3 T 58 A SCEAR 2 GRIE RS AT L
SERPEREHD .

00, WA A — R . FRATTE 6. 1 F i aRad , AR — A~ 5 5 2 i T A
S 2 F AR TR R ARSI — . —MUAER
FA 0B P 00 5 A M RE SR A B A OB B RS B T AR BRI M TR RN — A

6.5.2 HBEAMUL

6.5.3 ZzR&EAMRKML

BB AJRE N A B AREE R, AREAREm
PAT R B F R R ERAATH . 57
FRBGE R, LU R AE 3 55 18] 4% 4 BOHE 19 18 15 JT & (communic
BEOmMR., 202 TER. AR T EER
BREAE , Bl 40 F B A /- B AR BOSE R 6 . sk R A 45
B — N2 31 P B9 45 1 L B HE B WT LR B 2 A M A A A

251 {4k B & T2 1 4 A 00 S A HEF BT A AR, H P
R H R B — g P B D0 DA S SC B2 5 % i T % 2 1A) LR 4 T
M%7 T AT RE IR . B4 A 3 DBMS B £ 9 — > gAY §
REEMREEZ L ROENE S 248 H X — 4. X — RS
IR o A BR A HE 5 (8 1930 15 BUAS bE A st b B B Ol 5 Bt
B A AT RE 2 HE 1/0 MRAE B /N, R T TR HEF 7
ARt . ESRAT i OBl i S AR AL B AT UM Z LA R Be i
Ry AR R EERE . BT LA, DAL P Z AR T A BEAY 43 ic LA 22 AT A
BAREBICRER BRI RE,

25 i1k B — A A T 2 E R (oin ordering) ,
A LA B R stk . R4k 4 A 20 SR AE I 5 I — AN 2

R A R 2R X R MR N, X — R 0 EE TR A A B
) 3048 {35 B 25 W0 B O SE AT A M A . %P 3 BEELRATHE R T R RS M T HAMAZ
i B A B T B TREMERR M & L. X—ZEANBE BEASER 6.5.4 DHIATHHIT
o, I ELE M 25 40 e B b R . L 6 FR B T TR AT A 4B 3K 40 1R A L SE L

FregsE . Gl RS AT AR — 2R R AT ER . RERESH - H R

focJe — J2 o U0 A AR BT s e BOAY i A

3 B F AR 09 25 b4 72 FF (localization program), % B FEHEH B L. EH B AR BEBENE (local query) , B4 Fuh & b )5 3F
W MR TE N . B 5, 18 40 2 R 09 5C AR B e R A o R b 8RN 49 4K 31 R (materializatic FEUAT 2 RSB 8. BB F A&
plan)) 55 B M 25 1) B i B A ) A B 3, X AR B A AT RI O AESE 3 Fitigad. B 3t kA
B A v e AT A A A0 EE A L AR OB B R 7 A ) . TR AR RN EE A AT L 5 B A 9 40 A 2 BT SR ARG
JEIEREAT . A (R4 S A IZ AR RE B S A A e B V) — IR S R A A A 2 A BE R
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Now in Big Data & Cloud

1996

Larry Page and e
Sergey Brin create 1998 Apr. 1%, 2004  Google Maps &

a search engine First Google Gmail is Googks | - |
called “BackRub”  Doodle launched This year Google published a

framework, Doug
Cutting and Mike Cafarella created

— later Big Data

2005 2007

1998 2000 Aug. 18", 2004 2006 Sept. 2, 2008
Google is AdWords is Google goes Google acquires Launch of
founded by launched public YouTube Google
Page and Brin Chrome



http://static.googleusercontent.com/media/research.google.com/en/us/archive/mapreduce-osdi04.pdf
https://mapr.com/products/apache-hadoop

Bl Applications
(query, analytics, reporting, statistics)

Orchestration Framework
ED\W/

Connector(sj

Network

Data Storage Framework Data Processing Framework
(HDFS) (MapReduce)
Operating System (Linux)

Dell PE-R, PE-C Servers

Deployment
Security

Management

Backup & Recovery




Now Iin Big Data & Cloud

Database in cloud

Compute
* Compute & Storage have different lifetimes
sQL
» Compute instances Transactions
i Caching
» fail and are replaced T

* are shut down to save cost

» are scaled up/down/out based on load needs

Storage on the other hand has to be long lived

Decouple Compute and Storage for scalability, Network
Storage

availability, durability

M,
S PAss
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https://book.jd.com/writer/%E6%9D%8E%E9%A3%9E%E9%A3%9E_1.html
https://book.jd.com/writer/%E5%91%A8%E7%83%9C_1.html
https://book.jd.com/writer/%E8%94%A1%E9%B9%8F_1.html
https://book.jd.com/writer/%E5%BC%A0%E8%93%89_1.html
https://book.jd.com/writer/%E9%BB%84%E8%B4%B5_1.html
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读书-01-云原生数据库：原理与实践(李飞飞).pptx

PolarDB-X 361

CN Cluster

DN Cluster

- RBEtEB/HER RS (TS0)
+ #t3PTable/Schema, StatisticHEMeta{58
« #iIPKS . PRFRZER

DErvyice

HZHEYS S (Date Node, DN)

o« BETFZ¥iRPaxost iR tMY NS AT EHFE
o RIS 7R RMVCCERSS A AT 14 1) R

CDC
TH ¥ 5 (Compute Node, CN)

cbC o ETRRESHSILSIBEHRSIHABBMITE
CDC Cluster » &tgﬁ$ﬁ$%m2PCWW\ %Eiglﬁﬁh%

HES A& (Change Data Capture, CDC)
« REFREMYSOLETSAbinl gt FNEIEHE X
« IRELIREMYSOL ReplicationEMNEHINZE




Even distributed cache

] Redis

m E W E A EiRAFRAE mREEEFIRZBAIICIE, B #IERAR

B RS, 1ZAJJ_7|< _ IEE:EIJ/ RERKY (massvrzamees) AT —EW
=20, VESHAEESHErSERl, BramlSSEREEK, a0
HEFEIRS SR EA ﬁmﬁﬁwx RNV ESR, AL, 1z EIZ 7 &RV
KRB RIZ AR,

WK TENEFAAREBNRS, FEAFNIRSSSMEIEEEN, FAIRIRIREAY
Glipps, EIFEI’JJT EiEtF., B2, =T l«AngJ[K__E’JTU_*/ AEHEIE, I8
TR, HEIhZENEIRE/NNEIHE TERIZ e, Z=TIAEEE E'chI’J
BaboEE, EMCRA%F T EMemCacheRiBAz20EREIRSS==AYED,

F&RE/N, FRERE, WRESYIBINT], HEITJ%EEm_JL,LL_ﬂ%Eﬁ_

Tf =, Am, XITNXIANAZET A ESFEEIERSEEF—EEEE, 51

N BSZERAZZEGE, BN KARedisKHEAROIER E'ﬁ T_ FEFTITIE, 12/ N=1

EREZRTERXI RIS =




Redis as a

Web Cache

= i, T
User requests

a web asset

\Web Asset is returned
to user either from the Redis cache

or directly from application, file-system,

or other source

Web application checks if asset is in
cache otherwise generate, send to
user and cache asset for next
request '

&,
0
’
s
y
,
4
v
= 0
.
s
‘\.

[0 A very popular use pattern for Redis

IS as an in-memory cache for web
applications.

B Redis is available as a caching option for
popular web frameworks such as Django,
Ruby-on-Rails, Node.js, and Flask.

M As a popular caching technology Redis excels
In web applications for storing new data while
evicting stale data.

® For web applications, the cached data can
range from single HTML character strings,
widgets, and elements to entire web pages
and websites.




I am a string

={FEEstring client client

getikey get(key)

fieldl valuel '
mg#f:hash

field2 value2 Hash slot=CRC16(key) % 16384

a b c o FUMlist : ‘ ‘

...

key 0 1 1000 R301 16382 16383

=set

|I] RedisfEgf




They share a lot!

HDFS NameNode HA Architecture

(With Automatic Failover and QuorumJournalManager)

heartbeat

Share NN State
Through Quorum of
Journal Nodes

Monitor Health of NN,OS,HW Monitor Health of NN,OS,HW

Block Report to Active &
Standby DN Fencing: Only
Obey Commands From
Actives



https://community.cloudera.com/t5/Support-Questions/Enabling-namenode-HA/td-p/222695

] MR

41 Hadoop _&

LEmTE

R —

Ny
S

RS

I

REG

-
_e |
(I I
1) I
|
, @ .;
...... I
mm ..... “
() -
' LL T
Q0 “
e e e e e e e e e e e e u.
P T T T T T T T T T T T _.‘.
S “
r O I
| |
-
o 3 !
= o Bl
e O ©
ExN - B
-0 C
% = “
o) “
1 O 1
i “
R R 1

Client

|||||||||||||||

o
.

.
Ry

.
.
.
.
.
.
.t
.

o
K
5
o
—— - — —_—— e ==t —— —— - — —— = = —
5
o
o

|||||||||||||||

||||||||||||||||

.
- = —_— e e === et
"“‘
.

|||||||||||||||




Statements
Results

Request/TX state

Coordinator Global
GXID, Global Snapshot Catalog

Datanode Datanode Datanode

Local Local Local
Data Data Data




GTM(EEEER) Coordinator(iET =CN)
R . aae WSSHEAD , SRS , MINRG—HIE

GTM-M Coordinator Coordinator Coordinator

—a

Transation Info = = —
@‘W‘/J— Global catalog _u Global catalog _u Global catalog _l_l
[ —— e e
i Data Forward Bus SRS EIEZEES

GTM-S Datanodel Datanode2 Datanode3 Datanode4

Transation Info I:ocal catalo _U Local catalo ’_u l:).cal catalo i;cal catal
Global object ’_u g g g e
J J

e e

Local Data

S —

Local Data 7 Local Data

Datanode(£#ET 2DN)
SR ED =

Local Data




PostgreSQLI /M, 232 H AU 20 — 73 dial (MPR, Cluster), K&, =, A%

T 0 ] T 0 0 0 »
=< : : . : : H :
\ 1570 RSN of Dt for Lerge Shared ato Banks "¢ Lo : : : H
\J : - : H : H
Edgar Frank Codd
Raymond F. Boyce Danald D. Chambertin M. M, Hammer, W.F. King & o : H H H
(1946-1976) : Pt H H : :
Boyce-Codd normal form (BCNF or 3.5NF) : [ ' : : H
1973 SQUARE (Specifying Queries As Relational Exnressmns: vl : : H H
Root of SEQUELISOL H o i : : :
: 1974 SEQUEL H H : : : :
: (Structured English Ouery Language) & F : H H H
H 1976 SEQUELJ2 => revised to a E E E B 5 E E
: 19810 1S stadard Pl : : : :
+ Donald 0. Chamberlin Raymond F. Baye : B H : M
: 1975 SystemR - 1983: uaz: Lol : : : :
: 1BM'S ROBMS prototype i F : : : :
: (Not for business) : - : H : H
uce: m;:rmm (1973-1985) UCE: Postgres project (1986-1994) UCE: PostgreS0l H B H o
1 RDBMS pratotype T > PostIngres | : AR H Ll
1 FOSUINOMES e Postgresss - :
! 1994, Jolly Chen and Andrew Yu added an sm. WIPosIGS 1y  Postoresal :
: language interpreter to POSTERES = Postgres?s . . :‘::::m:s ‘ostgre: E I] I] t t
Michael Ralph Stenebraker : H Iverse lata ypes
= & 1981 Informix n l_ ..-znuz pgCllsted :
1964 Sybase * amulti-faster and synchronous replication tool of -
1 oty hen g Anen PastgreSOL based on shared-nothing architecture, - NoSQL
1 olly Lhen and Andrew fu devalnpeﬂhj Atsushi Mitani and PGCluster developer's team

992 MS SOL Server

Eugene Wong

- NewSQL

'-‘PZUI]S GreenPlum - MPP+ DW

; --b 2008 Yahoo Everest - MPP PostgreSOL for PB sized data
—b 2002 NTT's RiTaDB - later PastgreSOL-XC (eXtensible Cluster@2010): a multi- -
+ master write-scalable PostgreSOL cluster based on shared-nothing architecture - MPP
2004 PostgreSOL-XL (ektensible Lattice): Scalable PostgreSOL for [l & K sem——] Clust
: 2015 Twa teams of PostgreSQL-XC/XL are merged to PostqreSAL-X2: harizontal scalability - Liuster
E including write-scalability, synchronous multi-master, and transparent PostgreSOL interface | - - Native

P 2005 Re-birth of mﬂd-npllmlzad DSM as “column-store” >
- 2005 VLDB “ C-Store: A Column-oriented DBMS “by Mike Stanebraker, Daniel J. Abadi et al.

- 2005 "ManetDB/X100: Hyper-Pipelining Query Execution" by Peter Boncz, Marcin Zukawski@CWI H'I'AP (Hyh"d OLTP + -}

Michael Ralph Stonebraker

1983-85

- 1983 SSDBM paper "An nvemew of cantor: 8 fiew system for data analysis" by
Karasalo, Svensson. :

- 1985 SIGMOD paper "A detumunsllmn stmge model” Copeland and Khoshafian. - DSM

Bl native

Vo

Bill Inmen, Ralph Kimball

Father of 1994: "The Data Warehouse Toolkit" Bottom-up way to build Data Warehouse, which is different from Inmon >
1991: Book B ding the DataWarehouse™ .

: + 1998: Bill Inmon proposed CIF (Corporation Information Factory) '

: in which DW, DM, 0DS (Operational Data Stare) are clarified 5

H _n_pzum. Google published mmmmnfi 2012 Spanner: Guogle's Glabally-Distributed Database. >

E : awhite paper describing the 200k Google's Kuhernzles[Kﬂs}

H : MapReduce framework

= Sergey Brin and Larry Page H 2004 Google - Bigtable: A Distributed Storage System for Structured Data

£ 1996:Larry and Sergey created a : . . . .

* search engine called "BackRub” H EI!W. VLDB “F1 Query: Declarative Querying at Scale” and Spanner together

H trigger the so-called

H 1998:Google is founded ¢

: 2000: AdWords is launched  2005: Hadoop was created by Doug Cutting and Mike Cafarella,

E H triggering Later so-called era,

: ’ ‘

H : Mike Cafarella Ooug Cutting

As early as 1993, — 2002, -Buslnzss starts - Elasmlzﬁzﬂlﬁ Amazon Aurora iS s P>

the term cloud was used to refer to being formed in 2002, the full cloud i 1 arelational database - developed and offered by Amazon Web o

platforms for distributed computing computing services were launched in | Services, offering MySOL compatible service upon its release in 2014.

March 2006, It added PostgreSOL compatibility in Octeber 2017,

Matt Stine
2013: Pivotal's Matt Stine proposed [INSNEINE.
2017 12 elements of Cloud-Native are distilled in Matt Stine's book “Migrating to Cloud Native Application Architectures”



Non-Relational vs. Relational

Non-Relational \ Relational

/ \ Teradata IBM InfoSphere Infobright\
Hadoop Aster HP Vertica ParAccel
Horton Calpont

Hadapt -

Cloudera EMC SAP Hana Oracle VectorWise
MapR Greenplum SAP Sybase IQ Times-Ten
Zettaset

ﬁerSystems

\ Spark Oracle IBM DB2 SQLSrvr JustOne[h /

Progress MarkLogic MySQL  Ingress PostgreSQL
L Lotus Notes McObject Sybase ASE EnterpriseDB
Versant
Amazon RDS HandlerSocket
App Engine SQL Azure Akiban
SimpleDB Database.com MySQL Cluster
3 Xeround FathomDB Clustrix
Drizzle
. SchoonerSQL ScaleBase
Redis Casasandra FlockDB GenieDB
Membrian e Tokutek CodeFutures ScalArc
HyperTable niinftetsrap Continuent  VolItDB
HBase Neo4j

AllegroGraph
_—

MOIGSIONE . NimbusDB
BerkeleyDB Translattice /
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P2P? — DNS system - 1983

[0 DNS - Domain Name Service
B Proposed in 1983 by Paul Mockapetris
B Aims to assign IP with semantic meaning

Looks
better, but

Eh, this
seems
easy!



| am 202.205.104.186. | want
to visit www.google.com.cn.
What is its IP?

Internet

No idea

DNS server



P2P Is popular
— 1999 Napster to share music

Shawn Fanning

34



e Share Music files, MP3 data

* Nodes register their contents (list of files) and
IPs with server

* (Centralized server for searches

— The client sends queries to the O] =
centralized server for files of Sewe./
interest = g

- Keyword search (artist, song, album,
bitrate, etc.)

* Napster server replies with IP address of :
users with matching files File Transfer

* File download done on a peer to peer basis
* Poor scalability
* Single point of failure




Napster: Publish

insert(X,
123.2.21.23)

2
| have X, Y, and Z! &&=
123.2.21.23




Napster: Search

123.2.0.18

: el’y//RepIy
=2

Where is file A? &&&




Chord: Distributed Lookup (Directory) Service
[OKey design decision
— Decouple correctness from efficiency

CIProperties

— Each node needs to know about O(log(M)), where M is the
total number of nodes

— Guarantees that a tuple is found in O(log(M)) steps

COMany other lookup services: CAN, Tapestry, Pastry,
Kademlia, ...




Lookup

i lookup(37)
O Each node maintains ﬁ 4 \ ﬁ

pointer to its successor 58

[0 Route packet (Key,
Value) to the node

responsible for ID using ”Ode:4‘_1bils ﬁ
successor pointers ;ifﬁfen;_'; 1

O E.g., node=4 lookups -\ _44 20V —
for node responsible for ﬁ | ﬁ

Key=37




Stabilization Procedure

CIPeriodic operation performed by each node n to maintain its
successor when new nodes join the system

n.stabilize()
X = succ.pred,;
if (x I (n, succ))
succ =x; [/l if x better successor, update
succ.notify(n); // n tells successor about itself

n.notify(n’)
if (ored = nil or n”  RKpred, n))
pred =n’; /['if n’is better predecessor, update




Joining Operation

Node with id=50 joins succ=4
the ring pred=44 ﬁ

Node 50 needs to know 58 %
at least one node 8

already in the system

- Assume known node is

15 succ=nil =
pred=nil \ =
50 1514




Joining Operation

n=50 sends join(50) to succ=4 1
node 15 pred=44 4 .
n=44 returns node 58 58 o %

n=50 updates its
successor to 58

succ=hd \
pred=nil




Joining Operation

stabilize()
n’s successor (58) ,/v?‘
returns x = 44 X
succ=58 ~\ -
pred=nil 0 \
succ=58 |-
pred=35 { @
n.stabilize()

if (x g(n, succ))

SUCC = X, % %

succ.notify(n);




Joining Operation * -

stabilize()
X =44
succ = 58
succ=58 ~\ -
pred=nil T \
succ=58 .
pred=35 @
n.stabilize()
X = succ.pred,;

SUCC = X, % %

succ.notify(n);




Joining Operation

stabilize()
X =44
succ = 58 S
O
n=50 sends to it’s <
successor (58) !
notify(50) succ=58 :
pred=nil T \
succ=58 .
pred=35 1 @
n.stabilize()

X = succ.pred,;
if (x g(n, succ))

Succ = X; % %




Joining Operation * :

notify(50)
pred = 44 @
n’ =50 $
L
succ=58 ~\ -
pred=nil T \
succ=58 .
pred=35 { @
n.notify(n’)

pred =n’




Joining Operation * -

notify(50)

~
pred =44 \@Q
) S
n' =50 é)
set pred =50
succ=58 ~\ -
pred=nil T \
succ=58 .
pred=35 @
n.notify(n’)
if (ored = nilorn’ Rpred, n))




Joining Operation
n=44 runs
stabilize()

n’s successor (58)
returns x =50 X=50

sucCcI::5_E? ~\
pred=ni 0

succ=58 .{
pred=35

n.stabilize()

if (x g(n, succ))

SUCC = X, % %

succ.notify(n);




Joining Operation * -

stabilize()
X =50
succ = 58
succ=58 ~\ -
pred=nil T \
succ=58 .
pred=35 @
n.stabilize()
X = succ.pred,;

SUCC = X, % %

succ.notify(n);




Joining Operation
stabilize()
X =50
succ = 58
n=44 sets succ=50

sucCcI::5_E? ~\
pred=ni 0

pred=35

n.stabilize()
X = succ.pred,;
if (x g(n, succ))

succ.notify(n); %




Joining Operation

n= runs stanllize

n=44 sends
notify(44) to its
successor
succ=58 ~\ -
pred=nil 0 \
notify(44)\
succ=30 |
pred=35 @
n.stabilize()

X = succ.pred,;
if (x g(n, succ))

SUCC = X, % %




Joining Operation * :

notify(44)
pred = nil
Succ=58 ~\ -
pred=nil T \
notify(44)\
succ=50 |-
pred=35 { @
n.notify(n’)
=>| if(pred=nilorn’ Hlpred, n))

pred =n’




Joining Operation -
notify(44) i
pred = nil

n=50 sets pred=44

succci::5§ ~\
pred=a 50

notify(44)\

succ=50 .{
pred=35

n.notify(n’)

if (ored = nilorn’ Rpred, n))




Joining Operation (cont’ d)

This completes the joining %[

operation! pred=50 ﬁ 4




Achieving Efficiency: finger tables

Fin

OOl WNPEFE O™

ger Table at 80
f[i]
96 80 + 25 "
06
06
96 80 + 24
96 80 + 23
112 80 + 22
20 80 + 21

ith entry at peer with id n is first peer with id >= n+2'(mod2™)




Achieving Fault Tolerance for Lookup Service

COTo improve robustness each node maintains the k (> 1)
Immediate successors instead of only one successor

Cin the pred() reply message, node A can send its k-1
successors to its predecessor B

COUpon receiving pred() message, B can update its
successor list by concatenating the successor list
received from A with its own list

OIf k = log(M), lookup operation works with high
probability even if half of nodes fail, where M Is number of
nodes in the system




Storage Fault Tolerance

O Replicate tuples . BO e
on successor nodes 58 o %
00 Example: \
replicate (K14, V14) | rmmavirs B
on nodes 20 and 32 | -
E 1 ﬁ
14 |V14

S 4 _[Via




Storage Fault Tolerance

O If node 15 fails, no . 0 ‘%

reconfiguration ,
needed /
Still have two replicas

All lookups will be
correctly routed

O Will need to add a
new replicaon node '\
35 \ 2

~~

14 |V14

_——————_—
-

14 |V14

-
-

-

S 4 _[Via




lterative vs. Recursive Lookup

58 4

Cliteratively:

— Example: node 44 50 15
Issue query(31)

44

4 35 25

CORecursively

— Example: node 44 > 15

Issue query(31)

44

35 25




Others — Zookeeper, Flink, Clickhouse

O Zookeeper http://zookeeper.apache.org/

B A highly-available service for coordinating processes of distributed
applications. X

v Developed at Yahoo! Research
v Started as sub-project of Hadoop, now a top-level Apache project

B Motivation
»In the past: a single program running on a single computer with a single CPU

»Today: applications consist of independent programs running on a
changing set of computers

» Difficulty: coordination of those independent programs

»Developers have to deal with coordination logic and application logic at
the same time

v'ZooKeeper: designed to relieve developers from writing coordination loqgic code



http://zookeeper.apache.org/

How can adistributed system look like?

MASTER

Slave Slave Slave Slave

+ simple

- coordination performed by the master
- single point of failure

- scalability




How can a distributed system look like?

BACKUP
MASTER

COORDINATION
SERVICE

MASTER

+ not a single point of failure anymore
- scalability is still an issue




How can a distributed system look like?

BACKUP
MASTER

COORDINATION
SERVICE

MASTER

+ scalability




Zookeeper’s architecture — a cluster of nodes

Loader ZAB is used as Consensus protocol

Server Server Server Server Server
L A L% iy LY iy L

( Y V(|

Client Client Client Client

, s LS &+ LS - iy &

Client Client Client Client




ZooKeeper terminology

CIClient: user of the ZooKeeper service

D Server prOceSS prOV| d | ng the connect - connect to the ZooKeeper ensemble
ZooKeeper SerVICG create - create a znode
] ] exists - check whether a znode exists and its information
DznOde In_memory data nOde In getData - get data from a particular znode
ZOO Keep er, O rg an | S ed | N a setData - set data in a particular znode
h | erarc h | C al names p ace (t h e d at a getChildren - get all sub-nodes available in a particular zno

delete - get a particular znode and all its children

tree) close - close a connection

CUpdate/write: any operation which s
modifies the state of the data tree |

byte( ] data, List<acr> acl, CreateM

I Clients establish a session when e

connecting to ZooKeeper exists(sering path, booiean weeches)

etData(Strain ath, Watcher watcher, Stat sf
a g p




ZooKeeper’s data model: filesystem

C0znodes are organised in a hierarchical namespace

COznodes can be manipulated by clients throughthe ZooKeeper
API

Cdznodes are referred to by UNIX style file system
/

appl /app2

All znodes store data & can have

/appl/p_1 /appl/p_2 /appl/p_3 .
children




A few Implementation details

C0ZooKeeper data is replicated on each server that composes

the service replicated across
all servers

(in-memory)

_5—) Response

ZooKeeper Service

Write Request
Request i") Processor

Replicated
Database

updates first
logged to disk;
write-ahead log

write request requires b and snapshot

Request

coordination between servers for recovery



http://bit.ly/13VFohW

&= #1588 %% Horoker

send

......... S RSN e g Kafka i ZooKeeper
s it FRspIng

Cluster




COO0What is Apache Flink?

Data Stream

Processin ]
J Event-driven

Batch Processing Applications
icati

realtime results
from data streams

process static and
historic data

data-driven actions
and services

Stateful Computations Over Data Streams

O Everything Streams

| «— bounded stream — | «———— bounded stream ——»

! 1
| start of @ =mmmmemem———————-. 0 T S — ->

: the stream 1
| | «—— unbounded stream >
| «+—— unbounded stream i > -




0 Apache Flink in a Nutshell

Stateful computations over streams
real-time and historic
fast, scalable, fault tolerant, in-memory,
event time, large state, exactly-once

_ Queries Application

Applications sucarns 1 (A £7 /
- \ / % Database
Devices —_—
E% - %Flink ? I seen

etc. Historic—<

Data [%%%] [%%%J File / Object

Storage




Cd Powerful Abstractions

Layered abstractions to
na\/iga‘te S|mp|e to Complex USe Cases SELECT room, TUI\'1BLE_END(F0vain'1e, INTERVAL '1' HOUR), AVG(temp)

FROM sensors
GROUP BY TUMBLE (rowtime, INTERVAL '1' HOUR), room

High-level

val stats = stream

_ . .keyBy("sensor")
Stream- & Batch DataStream API (streams, windows) tinenindow(Time. seconds (5))
Data Processing -sun((a, b) -> a.add(b))

Stateful Event- Process Function (events, state, time)
Driven Applications

def processElement(event: MyEvent, ctx: Context, out: Collector[Result]) = {
// work with event and state
(event, state.value) match { .. }

out.collect(..) // emit events
state.update(..) // modify state

// schedule a timer callback
ctx.timerService.registerEventTimeTimer(event.timestamp + 500)




https://www.modb.pro/db/69182

[ A
Worivan sooik’ @
o @ HDFS < Parquet )

/udi on Flink
r—
G =
"
" @rlink



https://www.modb.pro/db/69182

Apache Flink 2—1a i E0EINES 2, [RIEIREUERATL
fREJERHTEINGHTR. nlEREESHERINR, MNEFANY
SOEAEH TR .

: pEE =R (Alibaba Cloud Realtime Compute) MIZ—=
Realtime . X bt f L et b f
ETFApache Flinkigg22—ih=t,, SiaEt AZRINEES, T

i Tiaf T AURINE, BEIEINES RS,
i .................................................................................................................... o
I

Apache Flink i

Fast and reliabe larpe-scale data procassing enging : Flink
st and reliable large-scale poassing enging ] Al /_,F =3
i f‘:} /\ A 4 ,;..-f”/ \\ > —Redk, Ri=r
: Spark w '-.__"'m ’:l"' m:? | = | il tan I~I|I= F
I . i~ 1'.} ; ' b .I_.f \ '__I )I ul ks
i N Ly, e
i / S/ ¢\ T
i Maprad uce , ":» / .I'-. I"*.\ IJ . M e )
1 : -."',. L '|I| \l‘ .\_/I’ Il?hl \
I i

,/?'i\" M 1%




https://raw.githubusercontent.com/flink-china/flink-forward-sf-

2017 /master/slides/Introducing%20Flink%20Tensorflow.pptx

W' TensorFlow & Apache

Flink™
An early look at a community project

N

Eron Wright
@Ergnwright https://github.com/cookieai/flink-tensorflow

Apache®, Apache Flink™, Flink™, and the Apache feather logo are trademarks of The Apache Software Foundaticn.

TensarFlow, the TensorFlow logo and any related marks are trademarks of Google Inc.




ClickHouse

Others — Zookeeper, Flink, Clickhouse !

I clickhouseZt4

ClickHouseE2— 1\ EEEEHL ot o 2 2B [6] 511 7L 2035 B
£ 2016 &FHiE, FARIESHC++, * PB &H‘.‘P“E‘\‘.ﬁ*ﬁ%ﬂ%ﬁ
5Hadoop, Sparkigtt, CIickHousefE!Eég_&o

g
MEPBH  wim s 24

https://blog.csdn.net/weixin 39025362/art|cle/deta|Is/114114191



https://blog.csdn.net/weixin_39025362/article/details/114114191
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https://blog.csdn.net/weixin_39025362/article/details/114114191

| cKsaeg

DATA —>§€ kafka. =» | ClickHouse



https://blog.csdn.net/weixin_39025362/article/details/114114191
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https://translation.meow.page/post/http-analytics-for-em-
requests-per-second-using-clickhouse/
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https://translation.meow.page/post/http-analytics-for-em-
requests-per-second-using-clickhouse/
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https://translation.meow.page/post/http-analytics-for-em-
requests-per-second-using-clickhouse/

#1189 ClickHouse ££E8¢
HA1SIHE 36 4~ ClickHouse T3, #THIBEEEXIFAIIPRIRE—1MEARURE:

e Chassis - | 1A D51B-2U #li&HZ 8/ 1A D51PH-TULH #1148 (R 2(ZA09HEZS )

e CPU - 32 M E5-2630 v4 @ 2.20 GHz 7479 40 MNEHEZ (Y E5-2630 v3 @ 2.40 GHz

» ATF - 128 GB WEHEE 256 GB R

o {@H - 12x6 TB %= TOSHIBA MGO4ACAGOOE F+4: 43 12 x 10 TB ##E ST10000NMO0016-1TT101

o PILE - 2 x 10G Intel 82599ES F4 9 2 x 25G Mellanox ConnectX-4 in MC-LAG
HAEEIZER AT, ClickHouse MAEBKIZITRAERE, LIS ERZIENBERFTEE 36 B
REHANSMIEG, X PNOEESER, RERfET RIR(taK?, P2 ClickHouse J5iX throttle

recovery.,
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Design In-House Use at Yandex Open Source Project

Basic :
Reporing > Yandex Metnca > >

ﬂ CRAuAsFi VI S B RN G RRAN AR, Goctus? AntEy nN sl o xbenn 2008 201 1 T \ 2016 2017 2018 2019 2020
Dacxcune SHRUSIARAANL., ANCES: BEOE. MNMIERIZEANSWE FTAE. OO0 f \
sort SBNneanaen
f Drives More in- house
Deployment Metrica use cases Assets Online
move to conferences
Alexey  atYandex Cloudﬂare Flrst ClickHouse
Milovidov's Release under blog article; Chinese organization
GROUP BY Apache 2.0; first first US meetup
2 =, 1 prototype meetup in Russia meetup
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